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Introduction

• According to World Health Organization report [1], in 2019, the top 10
causes of death accounted for 55% of the 55.4 million deaths worldwide.

• These top 10 serious diseases take an ‘immense and increasing toll on lives’ 
[1].

5Fig 1. Worldwide leading cause death (a), in high-income countries (b), in upper-middle-income (c) [1] 

(a) (b) (c)



Introduction

• As the number of deaths due to chronic diseases rose annually, the 
cost of medical diagnosis, tests, and treatment also followed rising [2, 3] .

• Several methods and strategies should be developed as a solution to help 
individuals more easily and cost effectively check their health status, thus  
could help early detect the diseases and prevent from the occurrence of 
the worst-case scenario.

6

Fig 2. Total Health Expenditure of Indonesia (a), USA (b), Korea (c). [4, 5, 6, 7]

(a)

(b)
(c)
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▪ One of the solutions that could be used to early detect the disease is machine
learning-based prediction models development and utilization.

▪ Recent studies have utilized machine learning algorithms as decision-making
tools to diagnose various diseases at an early stage, so that preventive action
can be taken by individuals.

▪ The machine learning algorithms have showed high performance on predicting 
the diabetes [3, 8, 9, 10, 11], heart disease [12, 13, 14, 15], lung cancer [16, 17],
and other diseases based on current conditions of individuals.

Disease Author Algorithm Dataset Accuracy (%)

Diabetes Fitriyani et. al [3] Forward Logistic Regression and MLP NAGALA 92.11

Patil et. al [8] Decision Tree C4.5 The Pima Indians 92.38

Wu et. al [9] K-Mean and Logistic Regression The Pima Indians 93.50

Ijaz et. al [10] DBSCAN+SMOTE+Random Forest Dr John Schorling 92.55

Fitriyani et. al [11] iForest+SMOTETomek+Ensemble Learning Dr John Schorling 100.00

Heart Disease Bhatt et. al [12] GridSearchCV+MLP CVD (Kaggle) 87.28

Fitriyani et. al [13] DBSCAN+SMOTE-ENN+XGBOOST Statlog
Cleveland

95.90
98.40

Ali et. al [14] Stacked SVMs Cleveland 92.22

Gupta et. al [15] FAMD + Random Forest Cleveland 93.44

Lung Cancer Dritsas and Trigka [16] SMOTE + Rotation Forest Lung Cancer (Kaggle) 97.10

Alam et. al [17] Watershed Transform + GLCM + SVM Lung Cancer (UCI ML Rep) 97.00
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02



Machine Learning
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ML is a subset of AI, which uses algorithms
that learn from data to make predictions

Like a human would, the ML algorithm 
learns from historical data or past 

experiences and is thus able to make 
predictions about the future.

Fig 3. Hierarchy of AI, ML, and DL

Fig 4. Machine learning concept



Machine learning is a powerful tool; it can…
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Identify potential disease progression 
and predict disease

Predict potential bank customer

Machine Learning

Fig 5. Real-case application of machine learning-based model in healthcare or medical
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Types of Machine Learning Algorithms

ML Algorithm

Labelled Data
(we have Y in our data)

No Labelled Data
(we don’t have Y 
in our data)

Supervised
learning

Unsupervised
learning

clustering

Machine Learning
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The task function depends on the type of data the individual 
wants to predict. Supervised learning problems fall into two main 
categories: regression and classification.

Supervised 
learning task

Regression

Classification

Continuous variable

Categorical variable

A classification problem is when we 
are trying to predict whether 
something belongs to a category, 
such as “red” or “blue” or “disease” 
and “no disease”

A regression problem is when we 
are trying to predict a numerical 
value, such as “stock price” or 
“blood sugar”

The Task

We are here!

Machine Learning
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Supervised Machine Learning

▪ Logistic Regression
▪ Decision Tree
▪ K-Nearest Neighbor (KNN)
▪ Support Vector Machine (SVM)
▪ Neural Network : Multilayer Perceptron (MLP)
▪ Naïve Bayes
▪ Random Forest
▪ AdaBoost
▪ Extreme Gradient Boosting (XGB)
▪ LightGBM
▪ CatBoost

Machine Learning
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Development of machine learning-based disease 
prediction model

1. Data Collection

2. Data Preparation

3. Choose the Model/Algorithm

4. Training the Model

5. Evaluate the Model

(a) [3]

(b) [11]

(d) [21]

(c) [12]

Fig 6. Machine learning-based model deployed in real-case health applications
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Development of machine learning-based disease 
prediction model

1. Data Collection

- Primary data is newly collected data; 

- It can be gathered directly from people's responses (surveys), or 

from their biometrics (blood pressure, weight, blood tests, etc.). 

- The data is collected for other (medical) purposes by extracting 

the data from medical records.

There are two main categories of data [22]: 

Primary Data

Secondary Data

- Secondary data is data that already exists; 

- It has already been published or complied. 

- There are extant local, regional, national and international databases 

such as Public Health Data, government statistics, and WHO data.

Public health data sources : UCI ML Repository, Kaggle, data.world, 

KHNES, NHIS, etc.
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Development of machine learning-based disease 
prediction model

1. Data Collection

Public health dataset example:

……
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Development of machine learning-based disease 
prediction model

2. Data Preparation

Missing value elimination

Noise or outlier elimination

• Data preparation in machine learning is the process of cleaning, transforming, and organi

zing raw data into a format that machine learning algorithms can understand.

• Processing the data into good quality data [22] due to lack quality of data.

• Processing the data due to the high quantity of data (size or dimension) that could affect      

the performance of the model.

Duplicate data elimination

Imbalance class distribution 
(high difference number of ‘+’ and ‘–’ class)

Microsoft Excel, Python, etc.

Microsoft Excel, Python, etc.

Isolation Forest, DBSCAN, Local Outlier Factor, 
standard deviation,  interquartile range

Too large data (number of features or dimension)

Over sampling Technique : SMOTE, ADSYN, Random Over Sampling (ROS)
Under sampling Technique : Tomek Link, Random Under Sampling, NearMiss
Hybrid Technique : SMOTE-ENN, SMOTE-Tomek

Feature selection : Information Gain, Chi Square Test, Fisher Score, 
Correlation Coefficient, Forward Selection, Backward Selection, 
Recursive Feature Elimination, Tree-based (RF, XGB)
Feature Extraction : Principal Component Analysis
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Development of machine learning-based disease 
prediction model

2. Data Preparation

Fig 7. Feature selection based on Information Gain [11]

Fig 8. Outlier elimination based on Isolation Forest [11]

Fig 9. Data balancing based on SMOTETomek [11]

Fig 10. Feature selection based on Information Gain [13]

Fig 12. Feature selection based on Forward LR [3]

Fig 10. Outlier elimination based on DBSCAN [13]

Fig 11. Data balancing based on SMOTE-ENN[13]
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Development of machine learning-based disease 
prediction model

3. Choose the Model/Algorithm

▪ In machine learning, choosing the right model is one of the most important 

steps in building a successful predictive model. 

▪ Choosing the wrong model can lead to poor performance, wasted time and 

resources, and inaccurate results.
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Development of machine learning-based disease 
prediction model

3. Choose the Model/Algorithm

▪ Steps to choose the right machine learning model:

- Define the problem : the researcher needs to understand what kind of problem he/she is dealing with. 

Is it a classification problem or a regression problem? is he/she trying to predict a categorical or 

continuous outcome?

- Consider the data : the researcher should know the feature types (numerical or categorical, text or image), 

different models may be better suited for different feature types. Feature importance: are all features 

equally important, or are some more important than others? If some features are more important, and 

want to use a model that can perform feature selection or feature weighting, such as random forests [23]. 

Data size: how much data does the researcher have? If the dataset is small, simpler models may be 

more appropriate to avoid overfitting [23]. If dataset is large, more complex models may be 

able to capture the patterns. Data distribution: Is the data distribution balanced or imbalanced? 

- Evaluate different models or conducting model comparison: each type of model has its own strengths 

and weaknesses, and it’s important to evaluate each one carefully to determine which is best suited for 

the researcher’s problem.
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Development of machine learning-based disease 
prediction model

4. Training the Model

▪ Model training is the stage where the ML algorithm is trained by feeding datasets.

▪ Model training in machine language is the process of feeding an ML algorithm 

with data to help identify and demonstrate correlation between the input data 

and outcomes. 

Fig 13. Model training
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Development of machine learning-based disease 
prediction model

5. Evaluating the Model

▪ The model evaluation is a step where the performance of the model is tested on previously 

unseen data. 

▪ The unseen data used is the testing set that is split from the master dataset before model selection.

▪ The performance of the model is evaluated used numerous evaluation metrics in machine 

learning such as accuracy, precision or positive predictive value (ppv), recall or sensitivity or true 

positive rate (tpr), negative predictive value (npv), f1 score, specificity, area under the curve 

(AUC), etc.

Fig 14. Model Performance
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Development of machine learning-based disease 
prediction model

5. Evaluating the Model

Fig 15. Performance of the machine learning models for predicting heart disease in combination with the Information Gain-based feature selection, DBSCAN-based outlier removal, SMOTE-ENN-based 
data balancing methods in Cleveland (a) and Statlog (b) datasets [13]

(a) (b)

(a) (b)
(c) (d)

Fig 16. Performance of the machine learning models for predicting T2D and hypertension in combination with the Information Gain-based feature selection, iForest-based outlier removal, SMOTETomek-
based data balancing methods [11] in Dr John Schorling (a), Golino et al male hypertension (b), Golino et al female prehypertension (c), and Dr. P. Soundarapandian, M.D., D.M CKD datasets [11]

(a) (b)

Fig 17. Performance of the machine 
learning models for predicting T2D in 
patient with NAFLD in combination 
with forward logistic regression in 
NAGALA (a) and NAFLD (b) 
datasets [3]
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Important What should be concerned when evaluating 
the disease prediction model’s performance?

• In order to evaluate the classification model’s performance, a summarized table called 
the confusion matrix is used.

• The confusion matrix consists of four categories:

1. True Negative (TN) represents the number of samples correctly 
classified or predicted as belonging to the negative class. For 
example, the actual class is negative (0), and the predicted class 
is also negative (0).

2. True Positive (TP) represents the number of samples correctly 
classified or predicted as belonging to the positive class. For 
example, the actual class is positive (1), and the predicted class 
is also positive (1).

3. False Negative (FN) represents the number of samples 
incorrectly predicted as the negative class. For example, the 
actual class is positive (1), but the predicted class is negative (0).

4. False Positive (FP) represents the number of samples incorrectly 
predicted as the positive class. For example, the actual class is 
negative (0), but the predicted class is positive (1).

• According to Hicks et al [24], the most commonly used for evaluating the performance of the ML-
based disease prediction model are accuracy, recall or sensitivity or true positive rate (tpr), precision 
or positive predictive value (ppv), negative predictive value (npv), f1 score, Matthew's correlation 
coefficient (MCC), and threat score (TS).
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Performance 
Evaluation

Testing Accuracy =   
0 +1

0+1+1+0
= 0.5 = 50 %

confusion matrix

0 1

0 1

▪ Accuracy : percentage of correctly classified samples over the total number of 
samples. Accuracy measures the overall correctness of the model's predictions.

Accuracy= 
𝑇𝑁+𝑇𝑃

𝑇𝑁+𝑇𝑃+𝐹𝑃+𝐹𝑁

▪ Recall/Sensitivity/TPR : the ratio between correctly classified positive samples 
and all samples assigned to the positive class [23]. When it's actually yes, how 
often does it predict yes?

Recall = 
𝑇𝑃

𝐴𝑐𝑡𝑢𝑎𝑙 𝑌𝑒𝑠 (1)
= 

𝑇𝑃

𝑇𝑃+𝐹𝑁
Testing Recall = 

1

1+0
= 1 = 100 %
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Performance 
Evaluation

confusion matrix

0 1

0 1

▪ Precision/Positive Predictive Value (PPV) : the ratio between correctly classified 
samples and all samples assigned to that class. When it predicts yes, how often is 
it correct?     

Precision = 
𝑇𝑃

𝑃𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑 𝑌𝑒𝑠 (1)
= 

𝑇𝑃

𝑇𝑃+𝐹𝑃
Testing Precision = 

1

1+1
= 0.5 = 50 %

▪ Negative Predictive Value (NPV) : the ratio between correctly classified 
negative samples and all samples classified as negative. When it predicts no, 
how often is it correct? 

NVP = 
𝑇𝑁

𝑃𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑 𝑁𝑜(0)
= 

𝑇𝑁

𝑇𝑁+𝐹𝑁
Testing NPV = 

0

0+0
= 
0

0
= 0 = 0 %
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Performance 
Evaluation

confusion matrix

0 1

0 1

▪ F1 score : represents the harmonic mean or weighted average of precision and 
recall. A large F1 score of 1 indicates excellent precision and recall, while a low 
score indicates poor model performance.      

F1 score = 
2 𝑥 𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 𝑥 𝑟𝑒𝑐𝑎𝑙𝑙

𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑟𝑒𝑐𝑎𝑙𝑙
Testing F1 = 

2 𝑥 0.5 𝑥 1

0.5+1
= 

1

1.5
= 0.6667 = 66.67 %

▪ Specificity/True Negative Rate : how often the model predicts a negative for a 
value that is actually negative. 

Specificity= 
𝑇𝑁

𝐴𝑐𝑡𝑢𝑎𝑙 𝑁𝑜(0)
= 

𝑇𝑁

𝑇𝑁+𝐹𝑃
Testing Specificity = 

0

0+1
= 0 = 0 %
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Machine Learning-based Model for Disease 

Prediction Applications 

Fig 20. Web-based heart disease clinical support system [3] 

Fig 19. Web-based disease prediction application [11] 

Fig 21. Personalize healthcare monitoring system [25] 
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(a) Siemens Healthineers - Prediction and early identification of disease: 
identify potential disease progression in COVID-19 patient [18]

(c) and (d) Health system – detection and prediction lung cancer utilized by medical institutions [17, 20]

Machine Learning-based Model for Disease 

Prediction Applications 

Fig 22. Real-case application of machine learning-based model in healthcare or medical

(b) Siemens Healthineers - Prediction and early identification of lung disease [19]
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Conclusion

▪ Machine learning is a powerful tool that can be utilized as one 

of the alternatives to early detection of the disease.

▪ By utilizing ML as a disease prediction tool, it could help 

individuals know their current health status, thus preventing 

the occurrence of the worst-case scenario. 

▪ Not only in the healthcare or medical domain, but machine 

learning has also been widely utilized in many other domains.

05
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Thank you for your attention!
Any questions?

Feel free to send any research/project collaboration proposals via norma@sejong.ac.kr

https://www.mdpi.com/journal/mathematics/special_issues/G97O0GT4A9
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